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Abstract - Current software reuse classification methods classify the reusable components based on the formal specification of the software components. The use of formal specifications to model and retrieve reusable components alleviates the informality, but the formal reasoning required for retrieval introduces the question of scalability. To provide scalability, current retrieval systems classify the components at some level of abstraction, ignoring the semantic features provided by the software specification. In this paper, we propose an automated software system which classifies the software components using semantic features that are derived from their formal specifications. Functionally similar components can then be retrieved based on the stored feature set of that component.
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I. INTRODUCTION

Reuse is a popular design methodology common to engineering disciplines. Its popularity arises primarily from two aspects: (a) cost reduction resulting from not designing a new solution; and (b) increased confidence in the solution because it has been successfully used. For reuse to be an effective problem solving methodology, the designer must be able to retrieve appropriate solutions, adapt a solution to fit the new problem, and evaluate the resulting solution.

As in other design domains, reuse is a popular software design methodology. However, automated software reuse support has been slow to emerge due to the difficulty of providing a useful representation for software components. The design representation must be able to efficiently support component retrieval, adaptation and verification. These activities require a high level understanding of component function that is not always reflected by a software component’s structure or syntax. This semantic gap makes it difficult to recognize a potentially reusable component given a requirements specification.

The methodology presented in this paper allows the design environment to provide potential reuse candidates when given a problem specification. It is not intended to be a standalone component retrieval mechanism, but to be integrated into a CASE environment that supports all three phases of software reuse. With formal verification in mind, formal specifications are used to describe problem requirements and potential solutions.

Our current goal is to support the design of digital signal processing (DSP) systems as architectures of interconnected components. Confinement to the DSP domain is helpful because most computations in this domain are performed over sequences of data. This common model of computation simplifies the classification of a component’s function within the domain. Formal theories describing classes of component behavior in terms of this general model are provided by a domain expert. These theories are used in conjunction with a formal inference system to derive features for component retrieval. The cost of inference is reduced by storing features with candidate solutions and deriving features from the problem description only once.

In the next section, current methodologies are described and impediments to integrating them into an automated design support environment are discussed. This is followed by an overview of the use of formal specifications to verify the reusability of software components, including a description of the formal specification language used in our current application. Next, a method for classifying reusable components using a set of semantic features derived from a formal specification is presented. The use of feature sets to retrieve functionally similar components from a database is then described. Finally, related approaches to applying formal methods to software reuse are compared and contrasted, and conclusions are made.
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II. EXISTING METHODOLOGIES

A popular method for describing libraries of reusable software components is a faceted classification scheme [11, 21]. Using this methodology, components are classified by a set of attribute-value pairs, or features. The classification is performed by a domain expert, who is required to analyze the database of software components and classify them according to predefined terms. The domain expert’s knowledge is implicit in the classification. To provide a basis for similarity calculations, the terms that represent the set of possible values for a feature are often related by a conceptual distance graph [1]. The informal and imprecision of these classification schemes complicates the automation of the overall reuse process. Automation of the classification process requires reverse engineering from source code. The imprecision of the classification scheme does not support formal component verification; reasoning about identically classified components requires source code analysis.

The use of formal specifications to augment software reuse has been proposed to solve these problems [3, 4, 5, 6, 7, 8, 9, 10]. There are many benefits to applying formal methods to software reuse. First, formal specifications provide an explicit representation of the function of a software component free from many implementation details. This is valuable because function is the primary point of interest when determining reusability. Next, the expressiveness of formal specification languages allows precision beyond that of faceted classification. Equivalent specifications perform equivalent functions. Finally, formal specifications and their associated formal system provide a basis for automated reasoning. A formal specification defines the function of a software component in terms of a domain model, a collection of axioms that define the data types and operations used in the system. Formal reasoning based on the domain model can be used to logically verify the reusability of a software component.

The high cost of theorem proving as a retrieval mechanism limits the scalability of reuse based on formal specifications. To alleviate this problem, existing systems rely on less precise, syntactic classifications at some level of abstraction. In exchange for the efficiency of imprecision, the functional information that is the basis for determining reusability is sacrificed. This paper describes a methodology for classifying and retrieving formally specified reusable software components based on functional semantics. To lower the overhead incurred by the use of automated reasoning during retrieval, we shift part of this burden to the classification process. A software component is classified by a set of semantic features that are formally derived from the component specification.

III. FORMAL SPECIFICATIONS AND SOFTWARE

A formal software specification describes the function of a piece of software free from most implementation details. It states what a piece of software does without stating how it does it. Determining the reusability of a software component requires modeling both the desired component as well as the library of existing solutions. Formal specifications can be used for both of these purposes.

Our current design needs can be described in terms of a problem specification [1]. Given the domain and range of the problem to be \( D_p \) and \( R_p \), a problem specification has the form:

\[ \forall x : D_p, \exists x : R_p. I_p(x) \rightarrow O_p(x, z) \]

where \( I_p(x) \) and \( O_p(x, z) \) are the input and output conditions, respectively. The input condition specifies the set of domain values that a have a defined output, called the legal inputs to the problem. The output condition is a relation over \( D_p \times R_p \) that specifies the functionally acceptable outputs for each legal input. This set of outputs is called the feasible outputs of the problem. The fact that this is a relation allows multiple feasible outputs for any one legal input. Because this type of specification describes the Domain, Range, Input and Output of a component it is referred to as a D\textsc{rio} [12] model.

A software component, \( fc \), can also be described by a formal specification:

\[ \forall x : D_c \cdot I_c(x) \Rightarrow O_c(x, f_c(x)) \]

where \( f_c : D_c \rightarrow R_c \). The only difference is that the feasible outputs are constrained to be well defined (by the function \( f_c \)) over the legal inputs.

In a formal view of software reuse, the ideal goal is to find an existing software component that satisfies a problem specification. If such a component does not exist, then a similar component should be retrieved and adapted to satisfy the problem. A component satisfies a problem specification if, for any of the problem’s legal inputs, the component results in one of the problem’s feasible outputs. Formally, component \( C \) satisfies problem \( P \) if the following two conditions hold:

\[ \forall x : D_P \cdot I_p(x) \Rightarrow I_c(x) \]

\[ \forall x : D_P \cdot I_p(x) \land O_i(x, f_c(x)) \Rightarrow O_p(x, f_c(x)) \]
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The first condition, states that any legal input to the problem will be a legal input to the component. The component specification assures that a legal input to the component results in a feasible output from the component. The second condition states that all feasible outputs of the component for a legal problem input are valid outputs of the problem. In the case of an illegal problem input, the behavior of the component is unconstrained, so any output is allowed. These statements provide a transitive proof that the problem's legal inputs result in one of the problem's feasible outputs. Given a problem specification and a component specification, reliability can be demonstrated by proving the two satisfaction conditions hold.

3.1 VSPEC

Our current application involves supporting the design and synthesis of digital signal processing systems using VHDL [13]. VHDL [14] is a hardware description language used for digital system design and simulation. To allow formal specification of VHDL components, VSPEC [15, 16], a Larch interface specification language for VHDL was developed. The Larch style of specification [17] is described as a two-tiered approach because specifications are written using two languages. The lower level is written using the Larch Shared Language (LSL). LSL is an algebraic specification language that is used to model abstract data types. Abstract types are specified by declaring sorts and operators that are analogous to types and functions in programming languages. The upper level of a Larch-style specification is the interface specification. Because calling conventions vary widely among programming languages, interface specifications are written in a language tailored to a specific programming language. The behavior of each component is defined using a vocabulary provided by an associated LSL specification.

A VHDL entity declares a digital component by defining the component's interface. However, in VHDL the function of the component is not defined in the entity structure. Instead, each entity has one or more associated architectures that define the behavior of a specific implementation of the entity. The VSPEC language annotates VHDL by adding clauses to support declarative specification at the entity level. The seven VSPEC clauses are:

- **requires** - specifies the input conditions for an entity.
- **ensures** - specifies the output conditions for an entity.
- **constrained by** - specifies performance constraints on an entity.
- **modifies** - specifies what the entity may alter based on - associates VHDL data types with LSL sorts.
- **state** - defines a collection of variables that represents the internal state of the entity.
- **includes** - denotes shared language files that are referenced.

In terms of component reuse, we are most interested in the **requires** and **ensures** clauses because they specify the function of the entity.

The following is an example of a VSPEC entity declaration for a search component:

```vhdl
ENTITY search IS
PORT (input : IN recordArray;
key : IN INTEGER;
output : OUT recordType)
REquires sorted(input) :
ENSURES member(output, input)
INCLUDES "record.lsl" :
AND output.keyval = key;
END search;
```

The **port** clause is the VHDL declaration of the component's input and output types. In this example, there are two inputs, a **recordArray** and an **integer**, and an output that is a **recordType**. The formal definition of the sorts and operators for records is given in **record.lsl**. The **requires** clause states that **input** must be sorted for proper execution of the entity. The predicate **sorted** is an operator defined in the file **record.lsl** that only returns true if the input array is ordered. The **ensures** clause guarantees that **output** is an element of **input** and that its **keyval** matched the search key.

From VSPEC, the **DRIO** model can be constructed using the following rules:

\[ D = d_1 \times d_2 \times \ldots \times d_n \] where each \( d_i \) is the sort (defined by the based on clause) representing the type associated with an **in**, **inout**, or **buffer** port or a state variable

\[ R = r_1 \times r_2 \times \ldots \times r_n \] where each \( r_i \) is the sort representing the type associated with an element in the **modifies** list

\[ I(x : D) = l_1(x : D) \] where \( l_1(x : D) \) is the logical sentence defined by the **requires** clause

\[ O(x : D, z : R) = O_1(x : D, z : R) \] where \( O_1(x : D, z : R) \) is the logical sentence defined by the **ensures** clause.

Therefore, given a VSPEC problem specification and a VSPEC component specification, it is possible to determine the reusability of the component with respect to the specification. The next section describes a
classification scheme that is used to provide a set of functionally relevant components for reuse verification.

IV. CLASSIFICATION VIA SEMANTIC FEATURES

Within the formal model of software reuse, the goal of matching existing function to desired function is transformed into showing that a component specification logically satisfies a problem specification. This satisfaction proof can be carried out using automated theorem proving techniques. However, attempting this proof over a large database of reusable components is not practical. To provide scalability, the theorem proving activity must be restricted to a small subset of the database. Most existing systems use syntactic measures to determine this subset. Such a methodology works only when a specification’s behavior is derivable from its structure. Thus, at high levels of abstraction, syntactic comparison necessarily fails. This section describes a semantic classification scheme that provides a set of reuse candidates.

4.1 Semantic Features

To efficiently compute semantic similarity, the problem and component specifications are classified by a set of (attribute, value) pairs, called features. The features represent some aspect of the component’s function in the following manner. Associated with every domain theory is a collection of feature definitions. Each feature definition is a parameterized theory stating when an instance of the feature should be associated with a specification. The theories capture various abstract views of the domain from which analogies can be made about component function. The theories represent the knowledge that the domain expert would use to classify the database by hand. Instead, the new role of the domain expert is to provide the feature definitions.

For example, within the DSP domain, the feature Select is defined as:

Select(S1, S2) ⇔

∃x : S1, y : S2 \#isInput(x) ∧ isOutput(y)

Operationally, a feature’s theory defines when it should be added to a specifications feature set. The two predicates, isInput and isOutput, are used with existential quantification to specify relationships between sorts in the domain and range. If there is a substitution such that these predicates hold, the remainder of the theory is instantiated and used as a proof goal. If the proof succeeds then the corresponding feature is added to the specification’s feature set. Given the definition of Select above, a component having the feature Select(intseq, int) indicates that the component has an input of type int that is a member of an input of the composite type intseq.

The set of features used to classify a reuse library is domain dependent. This allows abstractions to be made about the component functionality that occurs within the domain. These abstractions are captured in the feature definition theories and used for component classification. For example, a subset of the features that are currently defined for the digital signal processing domain are shown in Figure 1. In the digital signal processing domain, many objects are manipulated as sequences. This is reflected by the use of the sequence operators length and E in these feature definitions.

4.2 Feature Set Generation

The feature-based classification of a software component is derived from its specification using automated theorem proving. A domain theory that defines the system’s sorts and operation is made available to the theorem prover as a set of rewrite rules. Given a feature definition, the domain and range of the specification are evaluated to see if a substitution of sorts exists to potentially satisfy the theory. For each feasible substitution the theory is instantiated with the variables of the appropriate sort. The theorem prover is then given the goal of showing that the input and output conditions imply the instantiated goal statements. If the goal is reached after a fixed number of forward inferencing steps, the associated feature is added to the feature set. Deeper information is discovered by selectively allowing the theorem prover to perform more forward inferencing. Goals are generated in this manner for each feature definition in the system.

Consider the VSPEC specification of a search entity previously described:

ENTITY search IS
PORT (input : IN recordArray;
The DRIO form of this specification is:

```
∀ input : recordArray, key : integer
∃ output : recordType
  sorted(input) ⇒ member(output, input)
  ∧ output.keyval = key

To construct a feature set for this entity the domain model axioms must be made available to the theorem prover. The domain model is defined in the LSL files that are listed in the includes clause. The domain theory axioms defined by the LSL are transformed into a set of rewrite rules and added to the rule base of the theorem prover. Each feature definition in the domain is then evaluated. Using the data processing features from Figure 1, the isInput and isOutput predicates for Select and NonMember are satisfied by the substitution (recordArray→s1, recordType→5'). In addition, the theory is type checked using the included LSL specification, record.lsl. In this case, the existence of the operator E: recordType→recordArray is verified within the domain theory. After passing both of these checks, the remainder of each theory is instantiated with the appropriate variables and used as the consequent of a proof goal. Two goals are presented to the theorem prover:

\[(\text{sorted(input)} \land \text{member(output, input)}) \land \text{output.keyval} = \text{key} \Rightarrow \text{output} \in \text{input}\]

\[(\text{sorted(input)} \land \text{member(output, input)}) \land \text{output.keyval} = \text{key} \Rightarrow \text{output} \notin \text{input}\]

Within the LSL domain theory, the member operator is defined in terms of E. For the first feature, this operator definition will be expanded during forward inferencing and the goal will be satisfied. When this occurs, the feature (Select, recordType) is added to the component’s feature set. For the second feature, the goal will not be resolved so the feature is not added to the feature set. Although Select and Non Member have opposite definitions the features are not mutually exclusive. It is possible for the features to coexist in a feature set via different variable substitutions.

Feature sets are generated and stored for all of the components in the reuse database. This classification is done automatically using the method described above. One advantage to automatic classification is that the set of feature definitions can be changed and the database can be automatically re-classified. A new feature set is simply generated for each component in the reuse library. Informal classification schemes require a domain expert to reclassify each component in the database. In addition, the inference mechanism can be run longer when classifying database components because it occurs off-line before user interaction begins. Thus, features requiring more levels of forward inferencing may be discovered.

V. RETRIEVAL

Given the feature set representations for a problem, we wish to retrieve a set of components having similar feature sets. There are two concepts used to compare features in feature sets: sharing and matching. Two components that contain a feature with the same attribute name are said to share the named feature. If the shared feature has equivalent values in both feature sets, it is a matching feature. A shared feature indicates that some aspect of the functions performed by two components are analogous, but in terms of different domain sorts. The more features that two specifications share, the more similar their function is likely to be. Given the feature sets of two components, A and B to be \(A_{fs}\) and \(B_{fs}\), respectively, this relationship is captured by their shared feature ratio:

\[S_f(A, B) = \frac{\left|\{f: \exists z, y. (f, z) \in A_{fs} \land (f, y) \in B_{fs}\}\right|}{\left|\{f\}\right|}\]

A matching feature means that the components perform analogous functions over identical sorts. This attests to a stronger degree of functional similarity than a shared feature. The matching feature ratio is defined as:

\[M_f(A, B) = \frac{\left|\{(f, z) : \exists x. (f, x) \in A_{fs} \land (f, z) \in B_{fs}\}\right|}{\left|\{f\}\right|}\]

The similarity of two specifications based upon their feature sets is the product of their shared feature ratio and their matching feature ratio.

\[\text{Similarity}(A, B) = S_f(A, B) \cdot M_f(A, B)\]

Similarity is used to find a small subset of reuse candidates from a large reuse library. The candidates then undergo verification to see if they satisfy the...
problem specification. By setting a similarity threshold and checking retrieving components whose similarity is higher, a set of potential solutions is found. By reducing the threshold, “riskier” solutions are considered. By setting the threshold to 1.0, only exact matches are found. The threshold value is varied based on the means available for adapting a potential solution to the current problem.

While specifications cannot generally be compared syntactically, features can. Thus, the similarity value of two specifications is determined much more efficiently than would be logical satisfaction or equivalence. Features for a problem are generated only once. By limiting the inference process, time required for this activity can be controlled by the user. Features for database elements are determined once and stored statically. Using selected features as static, database indices supports extremely efficient database retrieval requiring that full similarity be determined for only a subset of potential solutions.

VI. RELATED WORK

The retrieval and reuse of solutions in the manner described here is common to most case-based reasoning systems [18, 19]. The structure of this system is largely based on the retrieve-adapt-evaluate architecture of classical case-based reasoning systems. This paper deals primarily with the retrieval process. Additionally, the similarity metric is a simplification of the BENTON similarity metric [20] used to retrieve and compare design plans.

Jeng and Cheng [5, 6] use formal specifications to construct a hierarchical reuse library. The hierarchy is two-tiered; the lower lever is based on the notion of logical satisfaction while the upper level is based on specification syntax. Formal reasoning is used to retrieve components that are equivalent, more general, or more specific than a given query specification. Boudriga et al. [3, 21] support software reuse using a lattice of relational specifications. The mechanism for retrieving specifications from the lattice relies on theorem proving to compare specifications. There is no discussion of the effects of the theorem proving on the scalability of the methodology. In both of these systems a form of classification takes place when the component is placed into the reuse database structure. However, it is not apparent that this classification will sufficiently reduce the overhead of formal reasoning to provide scalability.

Zaremski and Wing [9, 10] apply signature and specification matching as a method of retrieving reusable components. Signature matching selects functions from the database that have similar input and output types as the desired function, allowing various sort substitutions. Specification matching then uses a semi-automated theorem prover to show various logical relationships (such as logical satisfaction) hold between the input and output conditions of the retrieved components and the query specification. This approach is similar to our own, in fact, the information used in signature matching can be represented in terms of semantic features. However, specification matching is a syntactic measure and does not take into account specification semantics.

The Inquire retrieval mechanism described by Perry and Popovich [7] supports retrieval based on specification predicates. A formal specification of a component’s behavior is constructed from a set of predefined predicates. An inference mechanism is then used during the retrieval process to locate components that satisfy the various predicates. Predicates in the Inquire system are somewhat similar to semantic features. However, the set of predicates serves as the complete formal specification of a component. To provide consistency for retrieval, the predicates that can be used in specifications must be predefined for the problem domain. When using semantic features, only the feature definitions must be predefined. New abstract types (sorts and operators) can be created as long as they are related to the basic domain theory over which the features are defined. The authors do not discuss the scalability of predicated based retrieval when implemented with fully descriptive specification logic.

Steigerwald [22] describes a method for automating the reuse of algebraic specifications. Normalized algebraic specifications are compared by constructing sample terms in one algebra and then mapped via signature morphism into the second algebra. The results of reducing the sample terms are used to verify the consistency of the signature morphism. Steigerwald’s work is also an attempt to make retrieval based on specifications affordable by minimizing the application of formal reasoning; semantic normalization is applied to the algebras to simplify the matching process. Similarly, limited theorem proving during the classification process leads to a more efficient component retrieval phase.

VII. CONCLUSIONS AND FUTURE WORK

The algorithm described here currently serves as the principle design methodology used by COMET [13] for transforming VSPEC problem specifications into VHDL implementations. It is implemented using REFINERY [23] in the SOFTWARE REFINERY environment. The system currently retrieves both components and high level architectures for instantiation. The results are
passed to hardware/software partitioning procedures and finally to hardware and software synthesis subsystems.

Developing pragmatic features and populating the reuse database are difficult tasks in any case-based reasoning domain. Feature sets for DSP components are currently being developed and implemented. Because DSP is a relatively well-defined, narrow domain, this process is substantially simpler than in broader domains. As VSPEC is increasingly used as a specification language, the reuse database will continue to grow. Because VSPEC use is independent of reuse activities and features can be automatically derived from it, any component specified using VSPEC can potentially be added to the reuse library. The effectiveness and efficiency of retrieval mechanisms for software reuse are highly dependent upon the classification scheme used. Imprecise classification schemes provide a medium for comparing components similarities. However, more precise information is needed to guarantee reusability. Extremely precise classification, while guaranteeing retrieval of the component, complicates the comparison of component similarity.

This paper describes classification and retrieval of software components that bridges this gap. Components are classified using a set of semantic features, functional descriptors that are logically implied by the semantics of the component’s formal specification. A feature set representation can be generated by a theorem prover using limited forward inference. Comparison of components via feature sets allows functional comparison without requiring formal reasoning. This methodology is scalable because of the limited set of components over which theorem proving is applied to determine reusability.
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