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Abstract — Opinion miming aims to determine the opinion
of the author with respect to some topic or the overall
contextual polarity of a document by classifying the
sentiment as positive, negative or neutral. It can help
researchers to study opinion and sentiment information on
the internet by identifying and analyzing texts containing
opinion and emotions. This method identifies the
opinionated texts as subjective or objective and classifies
the subjective text as positive, negative and neutral. The
proposed method adopted corpus-based approach to
extract opinion word list. This method combines both
machine learning and sentiment orientation approaches.
The proposed method also includes nouns as the part-of-
speech (pos) which is more context-dependent in addition
to adverbs, adjectives and verbs and also it includes
content-free, content-specific and sentiment features to
improve the sentiment classification performance. The
proposed method has three main tasks: Data acquisition,
Feature generation and Classification and Evaluation. The
performance of this method is verified on online product
review articles.

Keywords — Sentiment classification, feature representation,
online product reviews, content-free, content-specific and
sentiment features.

I. INTRODUCTION

As an emerging communication platform, web 2.0
has led the internet to become more and more user
centric. People are participating in and exchanging
opinions through online community-based social media,
such as discussion boards, web forums and blogs. Along
with such trends, an increasing amount of user generated
content containing rich opinion and sentiment
information has appeared on the internet. Understanding
such opinion and sentiment information has become

increasingly important for both service or product
providers and users since it has played an important role
in influencing consumer purchasing decisions.

A. Problem Description

Sentiment classification techniques can be used to
study the opinion and sentiment information on the
internet by identifying and analyzing texts containing
opinions and emotions to determine whether a text is
objective or subjective and whether a subjective test
contains positive and negative sentiments [3,4]. The
approaches the have been adopted in previous sentiment
classification studies, to compile or collect the opinion
word list are: corpus-based and dictionary-based [11,
22]. Dictionary-based approach typically uses
WORDNET’s synsets [10, 13] and hierarchies to
acquire opinion words, but do not find context
dependent opinion words [11]. Corpus-based approach,
rely on syntactic or co- occurrence patterns in large
corpora, which finds context-dependent opinion words
[11, 22]. This method combines both dictionary-based
and corpus-based approaches into one framework to
improve sentiment classification performance [7]. To
extract features from reviews, most of the studies have
adopted content-free features, content-specific features
and sentiment features which are referred as frequent
features [9, 25, 23], which most of the people talked
about. Few studies have shown there are some features,
which only a small number of people talked about is
referred as an infrequent features [22]. This feature can
also be interesting to some potential customers [7]. The
proposed method, incorporate both frequent features and
infrequent features to improve sentiment classification
performance.
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Il. RELATED WORK
A. Sentiment classification approaches

In general, sentiment analysis is concerned with
analysis of direction-based text, i.e. text containing
opinions and emotions [25]. Sentiment classification
studies attempt to determine whether a text is objective
or subjective, or whether a subjective text contains
positive or negative sentiments. The common two class
problem involves classifying sentiments as positive or
negative [3, 4]. Additional variations include classifying
sentiments as opinionated/subjective or factual/objective
[8]. Some studies have attempted to classify emotions,
including happiness, sadness, anger, horror etc., instead
of sentiments [5]. Two approaches have been utilized in
previous sentiment classification studies: machine
learning [3] and semantic orientation [4, 5]. Involving
text classification techniques, the machine learning
approach treats the sentiment classification problem as a
topic-based text classification problem [11]. Any text
classification algorithm can be employed, e.g., Naive
Bayes, SVM, etc. Pang et al. [4] experimented with this
approach to classify movie reviews into two classes:
positive and negative. Different from the machine
learning approach, the semantic orientation approach
performs classification based on positive and negative
sentiment words and phrases contained in each
evaluation text and no prior training is required in order
to mine the data [11, 8].

Two types of techniques have been used in previous
semantic  orientation approach based sentiment
classification research, including: (1) corpus-based
techniques and (2) dictionary-based techniques [11].
The corpus-based techniques aim to find co-occurrence
patterns of words to determine their sentiments.
Different strategies are developed to determine
sentiments. For example, Turney [4] calculated a
phrase’s semantic orientation to be the mutual
information between the phrase and the word
“excellent” (as the positive polarity) minus the mutual
information between the phrase and the word “poor” (as
the negative polarity). Riloff and Wiebe [5] used a
bootstrapping process to learn linguistically rich patterns
of subjective expressions in order to classify subjective
expressions from objective expressions. Starting with a
set of objective patterns adopted from previous
literature, the process used a pattern extraction
algorithm to learn potential subjective patterns. The
learned patterns were then used to decide whether an
expression was subjective or not. Dictionary-based
techniques, which are another type of techniques, utilize
synonyms, antonyms and hierarchies in WordNet (or
other lexicons with sentiment information) to determine
word sentiments [11]. Building upon WordNet,
SentiWordNet [13] is a lexical resource for sentiment

analysis which has more sentiment related features than
WordNet. It assigns to each synsets of WordNet three
sentiment scores regarding positivity, negativity, and
objectivity respectively. SentiWwordNet has been used as
the lexicon in recent sentiment classification studies [12-
14].

B. Sentiment Classification Features

There are mainly three categories of features that
have been adopted in previous sentiment classification
studies: (1) content-free features, (2) content-specific
features and (3) sentiment features. Content-free
features include lexical features, syntactic features, and
structural features [9, 23, 25]. Lexical features are
character-, or word-based statistical measures of lexical
variation [23]. They mainly include: character-based
lexical features, vocabulary richness measures, and
word-based lexical features. Syntactic features indicate
the patterns used to form sentences [23]. They mainly
include: function words, punctuation, and part-of-
speech. Structural features show the text organization
and layout. Other structural features include technical
features such as the use of various file extensions, fonts,
sizes, and colors. Content-specific features are
comprised of important keywords and phrases on certain
topics, such as word n-grams. Previous studies have
shown that content-specific features are helpful in
improving text classification performance [9].In
previous semantic orientation approach based sentiment
classification studies, the overall sentiment of a text is
determined by the sentiments of a group of words and/or
phrases appearing in the text. Different categories of
words or phrases have been used to determine the
overall sentiment of a text. For example,
Hatzivassiloglou and Wiebe [2] used different types of
adjectives appearing in a text; Hu and Liu [7] also used
adjectives; Turney [4] used all the two-word phrases
that contained adjectives or adverbs in a given text; and
Denecke [13] used the combination of adverbs,
adjectives, verbs, and nouns .In this method, we
incorporate them into the infrequent features [7, 11] as
an additional dimension of features. However, not all
features are necessary or sufficient to learn the concept
of interest. Therefore, feature selection, which aims at
identifying a minimal-sized subset of features relevant
to the target concept, can be applied [1]. A feature
selection method generates different candidates from the
feature space [17] and assesses them based on some
evaluation criterion to find the best feature subset.

I1l. MOTIVATION

Each of the two sentiment classification approaches
has its advantages and disadvantages. The machine
learning approach tends to be more accurate than the
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semantic orientation approach since a machine learning
model is always tuned to the training data set, thus
making it domain dependent [4,11]. If applied
elsewhere, training on the new data sets is needed. In
contrast, the semantic orientation approach is domain
independent; no prior training is needed [11]. Therefore,
it has better generality. But its classification accuracy is
often not as high as that of the machine learning
approach. In addition, the corpus-based techniques for
semantic orientation approach often rely on a large
corpus to calculate the statistical information needed to
decide the sentiment orientation for each word or
phrase. Corpus-based approach gives context dependent
opinion words [11]. But a good lexicon is critical for the
dictionary-based techniques [11]. Few studies have
investigated the combination of both the machine
learning approach and the semantic orientation approach
to improve sentiment classification performance [25].

Motivated by the above discussion, in this study we
developed a corpus-based approach, and combine both
machine learning and semantic orientation approaches
into one framework. Specifically, we generated a set of
sentiment words based on a sentiment lexicon and used
them as a new dimension of features, sentiment features,
for the machine learning classifiers. Our proposed
method incorporates the content-free and content-
specific features used in the existing machine learning
approach and also it incorporates the sentiment-features
and infrequent-features in the semantic orientation
approach. We demonstrated the efficacy of our proposed
method by testing it on different online product review
data sets.

IV. DESIGN AND IMPLEMENTATION

The corpus-based approach for sentiment
classification proposed in this study consists of three
main modules, Data acquisition, Feature generation and
Classification and Evaluation.

A. Data Acquisition

In this module, collected datasets are parsed and
stored in a database. Here, we use online product
reviews as the application domain, because of reviews’
increasing importance in influencing individuals’
purchase decision. We carry out the experiment on the
labeled product reviews from two domains: Digital
cameras and mobile phones. Each domain contains
equal number of positive and negative reviews from the
sites: epinoins.com, dpreview.com, steves-digicam.com
and amazon.com.

B. Feature Generation

In this module, three types of features are used in
our proposed sentiment classification method, including

content-free features (F1), content-specific (F2),
sentiment features (F3). Among them F1 and F2 are
from the machine learning approach and F3 are
semantic oriented approach. Each test bed utilizes
lexical features, syntactic features and structures
features for F1 features. Unigrams and bi-grams were
used as F2 features. Semantically empty stop words
should be removed, the number of F2 feature varies for
each text bed and is much larger than that of F1 features.

Feature Extraction and Sentiment Score Calculation

1. To parse each sentence and yield the part-of-speech
(POS) tag of each word, (i.e., whether the word is a
noun, verb, adjective and adverb etc.,) use Stanford
POS-tagger to perform the tagging.

2. To determine the sentiment scores of the extracted
adjectives, adverbs, verbs and nouns we use SENTI-
WORDNET.

3. SENTI-WORDNET assigns to each synsets in
WORDNET three sentiment scores, i) Positive ii)
Negative and iii) Objective

4. Then, calculate the average polarity scores for each
synsets separately using the prior-polarity formula,

dcare(word=POR(kESentiWardNet(ward_PO3épolantyl) (dentWardNet Srare(k)
(|synsets (word PO

POS € {adjective, adverb, verb, noun}
i € {positive, negative, objective}
k € synsets of a given word in a particular sense
Sentiment Feature-Calculation Strategy

1. To filter out less subjective words, use midpoint of
the 0-1 score scale (i.e.,0.5)

i) If (score (word=POS) opjeciive > 0.5), then
consider the word as objective. Otherwise,

i) If ((score (word=POS) sitive) > (SCOre

(Word=POS)negaiive)), then consider the word in

the given POS as a positive sentiment feature.

Otherwise,

iii) Consider the word in the given POS sense as a
negative sentiment feature.

2. In addition, exclude the words whose positive
scores are equal to the negative scores from the
sentiment feature, since they do not show clear polarity
tendency.
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Fig.1: Design of corpus-based approach for sentiment
classification

C. Classification and Evaluation

To examine the corpus-based approach for
sentiment classification, compare the performances of
different feature sets using SVM as the classifier

because of its reported performance in previous
sentiment analysis studies. For each test bed, randomly
choose 90% of reviews of training data and the
remaining 10% as testing data for the train/test split.10-
fold cross validation is used to evaluate. Summarize the
performance measures in terms of owverall accuracy,
average precision, average recall and average F-measure
for all the given test beds. Among the four types of
features: F1, F3 and F4 are domain independent and F2
are domain dependent.

To test the performance of different types of
features, we create four different feature sets in an
incremental way, 1) F1 alone includes content-free
features, 2) Feature set F1+F2 which consists of
content-free and content-specific features, 3) F1+F2+F3
which is composed of content-free, content-specific and
sentiment features . Here F1, F3 are domain independent
and so the feature sets F1, F1+F3 are domain
independent and the feature sets F1+F2 F1+F2+F3 are
domain dependent. When the number of feature is large,
feature selection may improve the classification
performance by selecting optimal subset of features.
Thus building three selected feature sets: F1, F1+F2,
F1+F2+F3 to study the effectiveness of proposed
sentiment classification method.

Word score calculation:
E.g,[‘best’ ,ADV] no.of synsets=3

Data_set Positive Negative | Objective
#1 0.5 0 0.5
#2 0 0
#3 0 0
Tot.Score 0.5 0 25
Word score 0.1667 0 0.833

Table:1 -Result: ”Positive” sentiment feature

Er;r?]léct Domain Eglle:g\évry Accuracy Precision Recall F-Measure
Canon o Positive(10) | 1.000000 1.000000 0.769231 0.869565
Power Shot Negative(10) | 0.700000 0.700000 1.000000 0.823529
SD1400 Positive(10) | 1.000000 1.000000 0.758621 0.862745
(cps 1400) c2 Negative(10) | 0.681818 0.681818 1.000000 0.810811
Canon o Positive(10) | 0.900000 0.900000 0.818182 0.857143
Power Shot Negative(10) | 0.800000 0.800000 0.888889 0.842505
D10 Positive(10) | 1.000000 1.000000 0.714286 0.833333
(cpsd 10) c2 Negative(10) | 0.600000 0.600000 1.000000 0.75000

Table 2: Classification accuracy of various reviews
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.RESULT: Negative —Classification bias(i.e) high
precision for positive reviews

V. CONCLUSION

This method used a corpus-based approach to
generate sentiment features and also included infrequent
features to improve the effectiveness of sentiment
classification methods. Further research, can also
explore other sentiment features generation methods and
compare their performance. In addition, feature
selection on large feature sets can be shown to improve
the classification performance on relatively large data
sets. Text classification could be an additional future
research direction. Moreover, although we used English
language review data in this study, the proposed method
can also be applied to other languages, and a
multilingual sentiment-based lexicon needs to be
developed in the future.
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