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Abstract—Software testing is a way of improving software quality. It is an essential and an expensive phase of Software Development Life Cycle. There has been an ongoing research in this field to automate the process of software testing so that expenses can be reduced. But size and complexity of software pose hindrance in their automation. Meta-heuristic and evolutionary algorithms have proved to be much useful for automating the process of test generation. Usages of meta-heuristic approaches have led to the emergence of new field in software engineering. This field is known as Search-Based Software Engineering (SBSE). SBSE is applicable to wide range of software engineering problems. Application of these approaches to software testing has come to be known as Search-Based Software Testing. This paper examines several search-based algorithms. These algorithms are compared to one another on the basis of various parameters taken into consideration. All of these algorithms are strongly dependent on problem domain as heuristics related to that domain are very much essential for carrying out execution of the problem using desired algorithm.

Index Terms—Software Testing, Search-Based Software Engineering, Search-Based Software Testing, Genetic Algorithms

I. INTRODUCTION

Software testing is the process of evaluating the quality of the developed software by finding as many faults as possible. It is an important phase of software development lifecycle which alone accounts for 40% to 50% of software development cost and this cost may vary with size and other parameters related to the chosen project. Automated testing is essential for modern complex software systems as the cost of manual testing is very high. From the last few decades, there have been constant attempts to reduce the time and efforts required for software testing by automating the process of software test data generation.

The last decade has witnessed much research in applying search-based optimization methods to this problem. This area of search is known Search-Based Software Testing (SBST). This is an instance of Search-Based Software Engineering (SBSE). This term was given by Harman and Jones in 2001. SBSE consists of the use of search based optimization algorithms such as hill climbing, simulated annealing, and genetic algorithms being the most commonly used in the field of software engineering. These search algorithms are attractive in software engineering due to the reason that data are often inaccurate, incomplete and dispersed over larger area which makes traditional optimization techniques incompatible with the given data. SBST deals with a testing task by automating it with the help of meta-heuristic algorithms. Wide range of algorithms can be used for this purpose. All these algorithms are dependent on problem domain. No matter which algorithm is used, it is the fitness function which guides the search and captures the crucial information and differentiates a good solution from a poor one.

II. LITERATURE SURVEY

Search-Based Software Engineering

This field has gained much popularity in the last decade. It involves the use of search based optimization techniques for various software engineering activities during the lifecycle of software, such as project planning, cost estimation [1,2,3,11,15], requirement engineering [4], testing [5,6,7,9,10,16,17,20,21,22], automated maintenance [11,13,14,19,23,24,25], quality assessment [8,18], etc. When problems in software engineering are solved using search-based software engineering techniques, they show improvements in results and therefore this field has proved to be very much beneficial for wide range of software engineering problems. The search-based algorithms follow these basic steps:

- Search Initialization: The search is initiated by randomly choosing solution from possible candidate solutions.
- Quality Assessment: Assessing the quality of a candidate solution by means of fitness function.
- Modify: Modifying the candidate solution by making it slightly different.
- Select: Selecting the candidate solution on the basis of fitness function in accordance with chosen algorithm.

Categorizing search-based algorithms [28]:

---
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• Local or Global search algorithms
• Single state or Population based algorithms
• Local and Global optimization algorithms: Local search algorithms find local optima and need to restart again from a different point in order to obtain global optima whereas in case of global search algorithms, local optima are avoided. There is a trade-off between local and global search algorithms. Global search algorithms have higher efficiency but require greater cost and effort for computation. Local search algorithms are more effective for simple problems.

Trade-Off between Local and Global Algorithms

<table>
<thead>
<tr>
<th>Efficiency</th>
<th>Effectiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Based on</td>
<td></td>
</tr>
</tbody>
</table>

Table1. Local and Global Search Algorithms

<table>
<thead>
<tr>
<th>Local Search Algorithm</th>
<th>Global Search Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deals with simple problems</td>
<td>Deals with complex problems</td>
</tr>
<tr>
<td>Not very efficient</td>
<td>Have higher efficiency</td>
</tr>
<tr>
<td>Require less effort and cost for computation</td>
<td>Require greater cost and effort for computation</td>
</tr>
</tbody>
</table>

• Single state or Population based algorithms:

Single state methods find one solution at a time whereas in population based methods, many candidate solutions are used at a time. Population based methods are based on evolutionary algorithms. Therefore they need modify step which involves mutation and recombination of fittest parents to create even better children.

Table2. Single state or Population based Algorithms

<table>
<thead>
<tr>
<th>Single State Methods</th>
<th>Population State Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluate one candidate solution at a time.</td>
<td>Evaluate many candidate solutions at a time.</td>
</tr>
<tr>
<td>Process of neighborhood evaluation is used here.</td>
<td>Process of crossover and mutation are used here.</td>
</tr>
<tr>
<td>e.g. Hill Climbing, Simulated Annealing</td>
<td>e.g. Genetic Algorithms</td>
</tr>
</tbody>
</table>

A. Search-Based Software Testing (SBST) [26, 27, 28]

Search-Based Software Testing has proved to be very useful for software testing. It helps to automate a testing problem. It involves the use of SBSE optimization Algorithms [2, 3, 4, 1]. Here also fitness function plays a very important role in finding solution to a problem. All algorithms are problem dependent as heuristics based on problem domain are used for evaluating the solution to a problem. Algorithm to be used for a problem is dependent on the type of problem taken into consideration.

Generally there are two rudimentary requirements that need to be fulfilled in order to apply search- based optimization techniques to a testing problem.

• Representation: - The problem needs to be represented so that it can be manipulated by the search algorithm.
• Fitness Function: - The function for guiding the search. It is problem specific. It is this function that carries crucial information regarding the problem and it helps to distinguish between good and poor solution.

B. Search-Based Optimization Algorithms [6, 7, 8, 9, 10, 11, 12, 26, 27, 28]

Hill Climbing:

It is one of the simplest search based optimization algorithm. It is effective for simple problems. It is a local search algorithm which starts from a randomly chosen candidate solution. At each step, the neighbors of candidate solution are evaluated for fitness. If a better candidate solution is found, move is made to that neighbor else it is discarded. This way the process is continued till no fitter neighbor is left. Then the search is terminated. If local optima are reached, then the same process is restarted from a new randomly chosen point till global optima are reached.

Simulated Annealing:

This algorithm is inspired from the chemical process of annealing. Annealing refers to slow cooling of highly heated material. The properties of cooled material depend at the rate at which the cooling takes place. It is similar to hill climbing in a way that neighbor is considered for better fitness but it allows probabilistic moves to poorer solutions to avoid local maxima. Initially when the temperature is high, free movement around the search space is allowed so that the search is less dependent on the starting solution. As the search advances, the temperature decreases and there is less freedom of movement. If the cooling is too fast, enough search space will not be explored and there are more chances of obtaining local maxima.

Genetic Algorithms:

They are also known as evolutionary algorithms. They are inspired from the evolutionary process of biology. They are population based search algorithms that involve the process of natural evolution (mutation and crossover) for selecting the fittest individual. These algorithms have immense applications in the field of search based.
software testing. They involve natural process of evolution. It starts with a random generation of initial population. The individuals of the population are represented by chromosomes and they are the encoded solutions to a problem. These chromosomes again undergo evolution on basis of certain rules, mutation and reproduction. Evaluation of fitness for each individual takes place. Again parents recombine to form new offspring and the process continues until the solution to the problem has been found or stopping condition is reached. The stopping condition may depend on available number of resources or the maximum number of iterations.

Fig 1. Flowchart for Hill Climbing Algorithm

III. INFERENCE

The three meta-heuristic algorithms that have been used in software testing are compared in this section. As we know that the Search-Based-Software-Testing algorithms are strongly dependent on the domain of the problem so each algorithm has its own applications where they can be used more efficiently. This paper has reviewed some common search algorithms. The various algorithms that have been reviewed are hill climbing, simulated annealing, and genetic algorithms. In this section some
crucial parameters are taken into consideration and on the basis of these parameters, an algorithm is chosen that can be used in a given situation. The various parameters taken into consideration are:

- Meta-heuristic approach
- domain specific
- local search approach
- global search approach
- search one point at a time
- fitness function used to guide search
- backtracking used to deal with local maxima
- neighborhood dependence
- principle of crossover, mutation used
- simplicity

Each algorithm is characterized by its special features. A particular algorithm cannot be used in every situation. One algorithm is chosen based on our requirements. Requirement specifications while choosing an algorithm is very important. So we can say that each algorithm has its own advantages and disadvantages so the chosen problem will define which algorithm will be appropriate for a given problem (table 3, figure 3). Hill climbing is a local search approach. On the other hand simulated annealing and genetic algorithms are global search algorithms, finding many solutions in the search space at a given time. In each algorithm, fitness function is essential as it helps in guiding the search.

### IV. FUTURE CHALLENGES

#### C. Stopping Criteria [26, 27]:

To terminate search algorithms, certain stopping criterion is required. Much of the previous work has adopted one of the following two approaches to terminate the search.

- They are taken to be some time or budget constraint on effort required for computation.
- It may act as a criterion that must be met by the proposed solution.

But in case of evolutionary algorithms, there is a third possibility i.e. the search is terminated when all the individuals of a population become homogeneous. In this case, when the individuals have similar chromosomes there is very little chance of further improvements in fitness. So, a question is raised that how can we measure similarity among solutions. This is domain specific. Therefore certain metrics are required that can help in measuring the similarity of a set of candidate solutions for wide range of software engineering problems. These metrics need to be cost effective as they will be required at regular intervals during the search.

#### D. Memetic Algorithms [26, 27]:

This is an algorithm that is used in SBST that combines the features of other SBST algorithms such as hill climbing, Simulated Annealing, genetic Algorithms. Therefore it can be called hybrid technique in SBST. It takes into consideration best aspects of local and global search. A simple example of memetic algorithm can be of a genetic algorithm that takes a stage of hill climbing at the end of each generation to improve the quality of each individual of the population to a certain extent. They are best suited for problems with unpredictable landscape. Applications of these techniques need to be investigated in structural test data generation problem.

#### E. Fitness Landscape Visualization [26, 27]:

It is used to visualize an optimization problem at hand by means of distributing fitness values of the candidate solutions in the search space. When each individual occupies location on the horizontal plane, the landscape is visualized by the use of fitness function values as a measure of height in the landscape. Here the best solution to a problem is represented by the highest point in the landscape. The shape of the visualization landscape affects the progress of the search. If the landscape is free of local optima, the search will be quite easy. On the other hand if search problem has a complex landscape containing several optima then the search may be either misled or offered little guidance. So fitness landscape visualization helps to determine which search technique will be best suited for the problem at hand.

### Table 3. Comparison among Meta-Heuristic Search Algorithms

<table>
<thead>
<tr>
<th>ALGORITHMS PARAMETERS</th>
<th>HILL CLIMBING</th>
<th>SIMULATED ANNEALING</th>
<th>GENETIC ALGORITHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meta-heuristic Approach</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Domain specific</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Local Search Approach</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Global Search Approach</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Search one solution at a time</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fitness function</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Simplicity</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Neighborhood Dependent</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Principle of mutation used</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Backtracking used to deal with local maxima</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
V. CONCLUSIONS

As we all know that the cost of manual testing in practice is very high, therefore research into automated software testing is very generic approach in which solutions may be sought for various software testing problems automatically using optimization algorithms. This paper has reviewed some common search based algorithms like hill climbing, simulated annealing, and genetic algorithms. Each of these algorithms has its own advantages and disadvantages compared to other algorithms. Hill Climbing algorithms are known as local search approaches because they consider only one solution at a time. This approach is simple but sometimes inefficient and time consuming as they move only in the local neighborhood of those solutions. They could not escape from local optimum in the search space of possible input data. To overcome this problem backtracking to some earlier solution is required. Simulated Annealing Algorithms are similar to hill climbing in a way that they consider one solution at a time and move in local neighborhood of those solutions. However they allow probabilistic moves to poorer solutions to avoid local maxima. On the other hand Genetic Algorithms are a form of global search, sampling many solutions at a time. In the last two decades genetic algorithms have been widely employed for various test data generation.

Fig3. Algorithms satisfying various parameters
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