Vehicle Detection in Images using SVM
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Abstract - This paper presents vehicle detection system for aerial images. System design considers features including vehicle colors and local features, which increases accuracy for detection in various aerial images. Here Gaussian Mixture Models (GMM) is used for background removal, for color classification Support Vector Machine (SVM) is used. The previous methods for background removal based on histogram approach have the disadvantage of the vehicle pixels being removed if it occurs as a cluster. This drawback is removed in the paper by using a pixel wise classification method called GMM. Afterwards, SVM is used for final classification purpose. Based on the features extracted, a well - trained SVM can find vehicle pixel. Here we also use haar wavelet based feature extraction in post processing stage on detected vehicle it reduces false .This method is applicable for traffic management, military, traffic monitoring etc.
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I. INTRODUCTION

Aerial surveillance is widely used in military and civilian uses for monitoring resources such as forests crops and observing enemy activities. Aerial surveillance cover large spatial area and hence it is suitable for monitoring fast moving targets. Vehicle detection in aerial images has important military and civilian uses. It has many applications in the field of traffic monitoring and management. Detecting vehicle is an important task in areal video analysis. The challenges of vehicle detection in aerial surveillance include camera motions such as panning, tilting, and rotation. In addition, airborne platforms at different heights result in different sizes of target objects. The view of vehicles will vary according to the camera positions, lightning conditions.

Hsu-Yung Cheng [1] utilized a pixel wise classification model for vehicle detection using Dynamic Bayesian Network (DBN). This design escaped from existing frameworks of vehicle detection in aerial surveillance, Hsu-Yung Cheng utilized a histogram removal method for background removal stage in the system design. The histogram approach have the disadvantage that if the number of vehicle or vehicle color is similar to background color this vehicle pixel is removed from the frame during background removal.

Stefan Hinz and Albert Baumgartner [2] proposed a hierarchical model that describes the prominent vehicle features on different levels of detail. There is no specific vehicle models assumed, making the method flexible. However, their system would miss vehicles when the contrast is weak or when the influences of neighboring objects are present. Choi and Yang [3] proposed a vehicle detection algorithm using the symmetric property of car shapes. However, this cue is prone to false detections such as symmetrical details of buildings or road markings. Therefore, they applied a log-polar histogram shape descriptor to verify the shape of the candidates. Unfortunately, the shape descriptor is obtained from a fixed vehicle model, making the algorithm inflexible. Moreover, similar to [4], the algorithm in [3] relied on mean-shift clustering algorithm for image color segmentation. The major drawback is that a vehicle tends to be separated as many regions since car roofs and windshields usually have different colors. Moreover, nearby vehicles might be clustered as one region if they have similar colors. The high computational complexity of mean-shift segmentation algorithm is another concern. Lin et al. [5] proposed a method by subtracting background colors of each frame and then refined vehicle candidate regions by enforcing size constraints of vehicles. However, they assumed too many parameters such as the largest and smallest sizes of vehicles, and the height and the focus of the airborne camera. Assuming these parameters as known priors might not be realistic in real applications. In [6], the authors proposed a moving-vehicle detection method based on cascade classifiers.

A large number of training samples need to be collected for the training purpose. The main
disadvantage of this method is that there are a lot of miss detections on rotated vehicles. Such results are not surprising from the experiences of face detection using cascade classifiers. Luo-Wei Tsai and Jun-Wei Hsieh [7] proposed approach for detecting vehicles from images using color and edges. Proposed new color transform model has excellent capabilities to identify vehicle pixels from background even though the pixels are lighted under varying illuminations. Disadvantage this method is it requires large number of positive and negative training samples.

In this paper we propose a new vehicle detection approach which preserves the advantages of existing systems avoid their drawbacks. The proposed system design is illustrated in Fig. 1. The framework consists of two phases training phase and detection phase. In the training phase, we extract several features which includes local edge corner features and vehicle colors. In the detection phase same feature extraction is also performed as in the training phase. Afterwards the extracted features are used to classify pixels as vehicle pixel or nonvehicle pixel using SVM. In this paper, we do not perform region based classification, which would highly depend on results of color segmentation algorithms such as mean shift. There is no need to generate multi-scale sliding windows either. The distinguishing feature of the proposed framework is that the detection task is based on pixel wise classification. However, the features are extracted in a neighbourhood region of each pixel.

![Fig. 1: Proposed system framework.](image)

Therefore, the extracted features comprise not only pixel-level information but also relationship among neighbouring pixels in a region. Such design is more effective and efficient than region-based or multi scale sliding window detection methods. The rest of this paper is organized as follows: Section II explains the proposed vehicle detection system in detail. Section III demonstrates and analyses the experimental results. Finally, conclusions are made in Section IV.

II. PROPOSED DETECTION SYSTEM

The proposed system architecture consists of training phase and detection phase. Here we elaborate each block of the proposed system in detail.

2.1 Background Removal

Background removal is often the first step in surveillance applications. It reduces the computation required by the downstream stages of the surveillance pipeline. Background subtraction also reduces the search space in the video frame for the object detection unit by filtering out the uninteresting background. Here we use Gaussian Mixture Model (GMM) algorithm [9] for background elimination.

2.2 Feature Extraction

In this stage we extract the local features from the image frame. Here we perform edge detection, corner detection, color transformation and classification.

2.2.1 Edge and Corner Detection

To detect edges we use classical canny edge detector [11]. In canny edge detector there are two thresholds, i.e., the lower threshold $T_{low}$ and higher threshold $T_{high}$. Then we use Tsai moment-preserving thresholding [12] method to find the thresholds adaptively according to different scenes. Adaptive thresholds can be found by following derivation consider an image $f$ with $n$ pixels whose gray value at pixel $(x,y)$ is denoted $f(x,y)$. The $i$th moment $m_i$ of $f$ is defined as,

$$m_i = \frac{1}{n} \sum_{j=0}^{n} p_{ij} (z_j) \xi \sum_{j=0}^{n} p_{ij} (z_j) \xi, \xi = 1,2,3,\ldots$$

(1)

Where is the total number of pixel in image $f$ with grey value $z_j$ and $p_{ij} = nj/n$. For bi-level thresholding, we would like to select threshold $T$ such that the first three moments of image $f$ are preserved in the resulting image $g$.

$$p_{00}^0 + p_{10}^0 = m_0,$$  

(2)

$$p_{01}^1 + p_{11}^1 = m_1,$$  

(3)

$$p_{02}^2 + p_{12}^2 = m_2,$$  

(4)

$$p_{03}^3 + p_{13}^3 = m_3.$$  

(5)
Let all the below–threshold gray values in \( f \) be replaced by \( z_0 \) and all above-threshold values are replaced by \( z_1 \).

We can solve the equation for \( p_0 \) and \( p_1 \). After obtaining \( p_0 \) and \( p_1 \), the adaptive threshold \( T \) is computed using

\[
p_0 = \frac{1}{n} \sum_{j=1}^{n} n_j
\]  

(6)

For detecting edges we replace grayscale value \( f(x,y) \) with gradient magnitude \( G(x,y) \) of each pixel. Adaptive threshold found by equation (6) is used as the higher threshold \( T_{high} \) in the canny detector. Then lower threshold is calculated as

\[
T_{low} = 0.1 \times (G_{\text{max}} - G_{\text{min}}) + G_{\text{min}}
\]

where \( G_{\text{max}} \) and \( G_{\text{min}} \) is the maximum and minimum gradient magnitudes in the image.

2.2.2 Color transform and classification using SVM

In [7], the authors introduced a new color transform model that has excellent capabilities to identify vehicle pixels from background. This color model transforms RGB color components into the color domain \((u,v)\) i.e.

\[
u_p = \frac{2Z_p - G_p - B_p}{Z_p}
\]

(7)

\[
u_p = \max \left\{ \frac{B_p - G_p}{Z_p}, \frac{R_p - B_p}{Z_p} \right\}
\]

(8)

Where \((R_p, G_p, B_p)\) is the color component of the pixel \( p \) and \( Z_p = (R_p+G_p+B_p)/3 \) is used for normalization. It has been shown in [16] that all the vehicle colors are concentrated in a much smaller area on the plane than in other color spaces and are therefore easier to be separated from non-vehicle colors. We can observe that vehicle colors and non-vehicle colors have less overlapping regions under the \( u-v \) color model. Therefore, first we apply the color transform to obtain \( u-v \) components and then use a support vector ma-chine (SVM) to classify vehicle colors and nonvehicle colors.

As we mentioned on section I, the features are extracted in a neighbourhood region of each pixel. Consider an \( N \times N \) neighbourhood \( \Lambda_p \) of pixel \( p \). We extract five types of parameters i.e., \( S, C, E, A, \) and \( Z \) for the pixel \( p \) [1].
The first feature S denotes the percentage of pixels in \( \alpha_p \) that are classified as vehicle colors by SVM. \( N_{vehicle} \) color denotes the number of pixels in \( \alpha_p \) that are classified as vehicle colors by SVM. Similarly, \( N_{Corner} \) denotes the number of pixels in \( \alpha_p \) that are detected as corners by the Harris corner detector, and \( N_{Edge} \) denotes the number of pixels in \( \alpha_p \) that are detected as edges by the enhanced Canny edge detector.

\[
S = \frac{N_{vehicle}}{N^2} \tag{9}
\]

\[
C = \frac{N_{Corner}}{N^2} \tag{10}
\]

\[
E = \frac{N_{Edge}}{N^2} \tag{11}
\]

The last two features and are defined as the aspect ratio and the size of the connected vehicle-color region where the pixel resides, as illustrated in Fig. 4. More specifically:

\[ A = \text{length/Width}, \text{ and feature } Z \text{ is the pixel count of “vehicle color region 1” in Fig. 4.} \]

### 2.3 Vehicle Classification by SVM

![SVM Diagram](image)

Fig. 5: Classification using SVM.

An SVM model is a representation of the examples as points in space, mapped so that the examples of the separate categories are divided by a clear gap that is as wide as possible. New examples are then mapped into that same space and predicted to belong to a category based on which side of the gap they fall on. Here we use the extracted features such as S, E, C, A and Z for training Support Vector Machine (SVM), during this training phase we create a database of vehicle features. After training phase the stored database is used for detection purpose.

### 2.4 Post Processing and Enhancement

In post processing stage we enhance the detection and perform the labelling of connected components to get vehicle objects. Size and aspect ratio constraints are applied again after morphological operations in the post processing to eliminate unwanted objects i.e., nonvehicle objects.

Here we use haar wavelet based future extraction [17] to enhance the detection on vehicles classified by SVM. In all cases, classification is performed using GMM. Wavelets are essentially a type of multi resolution function approximation that allow for the hierarchical decomposition of a signal or image. They have been applied successfully to various problems including object detection [18] [19], face recognition [20] and image retrieval [21]. Different reasons make the features extracted using Haar wavelets attractive for vehicle detection. Some of them are they form a compact representation, they encode edge information which is an important feature for vehicle detection, they capture information from multiple resolution levels and also there exist fast algorithms for computing these features [19] [18]. Several reasons make these features attractive for vehicle detection. First, they xxform a compact representation. Second, they encode edge information, an important feature for vehicle detection. Third, they capture information from multiple resolution levels. Finally, there exist fast algorithms, especially in the case of Haar wavelets, for computing these features.

The input image is resized to 64 x 64 image which is decomposed into 2 levels. In the training stage we calculate sigma, variance and mean of wavelet coefficients and classify it into two group’s vehicle and non-vehicle. In detection stage four coefficients are fed into the multi Gaussian models it is then compared with the trained data and found out the maximum value of mean. From the calculated value of mean vehicle pixel is identified.

### III. EXPERIMENTAL RESULTS

![Experimental Videos](image)

Fig. 6: Snapshots of the experimental videos.
To analyze the performance of the proposed system, image frames from various video sequences with different scenes and different filming altitudes are selected. The experimental images are displayed in Fig. 6.

3.1 Background Removal Results

We use GMM for background removal which is more efficient than the existing histogram based method. In histogram based the input image histogram bin is quantized into 16x16x16. Colors corresponding to the first eight highest bins are regarded as background colors and removed from the scene. Fig. 7 displays an original image frame, and Fig.8 display the corresponding image after background removal.

The histogram approach has the disadvantage that if the number of vehicle with same color is more or vehicle color is similar to background color then vehicle pixel is removed from the frame. This drawback is eliminated by using GMM. In GMM method each image pixel is classified into foreground or background according a membership function.

3.2 Color Classification Results

In this stage vehicle and nonvehicle objects are classified according to the color they have. In classification vehicles are represented by binary 1 and nonvehicles are represented by binary 0. When using SVM, we need to select the block size to form sample.

3.3 Vehicle Detection Results

Here we use Support Vector Machine (SVM) for final vehicle classification. The extracted parameters i.e., S, E, C, A, Z are used to train SVM. We can observe that the neighbourhood area $\square$ with the size of 7x7 yields the best detection accuracy. Therefore, for the rest of the experiments, the size of the neighbourhood area for extracting observations is set as 7x7.

We compare different vehicle detection methods. Vehicle detection method proposed in [1] produces lot of false detection if same colored vehicles in the frame are high also rectangular structures in the image frame are detected as vehicles. The moving-vehicle detection with road detection method in [14] requires setting a lot of parameters to enforce the size constraints in order to false detections. However, for the experimental data set, it is difficult to select one set of parameters that suits all videos. Setting the parameters heuristically for the data set would result in low hit rate and high false positive numbers. The cascade classifiers used in [15] need to be trained by a large number of positive and negative training samples. The number of training samples required in [15] is much larger than the training samples used to train the SVM classifier. The colors of the vehicles would not dramatically change due to the influence of the camera angles and heights.
However, the entire appearance of the vehicle templates would vary a lot under different heights and camera angles. When training the cascade classifiers, the large variance in the appearance of the positive templates would decrease the hit rate and increase the number of false positives. Moreover, if the aspect ratio of the multiscale detection windows is fixed, large and rotated vehicles would be often missed. The symmetric property method proposed in [16] is prone to false detections such as symmetrical details of buildings or road markings. Moreover, the shape descriptor used to verify the shape of the candidates is obtained from a fixed vehicle model and is therefore not flexible. Moreover, in some of our experimental data, the vehicles are not completely symmetric due to the angle of the camera. Therefore, the method in [16] is not able to yield satisfactory results.

Compared with these methods, the proposed method does not depend on strict vehicle size or aspect ratio constraints. The results demonstrate flexibility and good generalization ability on a wide variety of aerial surveillance scenes under different heights and camera angles.

IV. CONCLUSION

In this paper, we have proposed an automatic vehicle detection system for aerial images that does not depend on camera heights, vehicle sizes, and aspect ratios. In this system, we have not performed region-based classification, which would highly depend on computational intensive color segmentation algorithms such as mean shift. The proposed detection system uses pixel wise classifications. Proposed detection system uses Gaussian Mixture Models (GMM) for background removal which is more efficient than the existing histogram based methods. Here we also use haar wavelet based feature extraction in post processing stage to reduce false detections. Which enhances the detection rate. The experimental results demonstrate flexibility and good generalization abilities of the proposed method on a challenging data set with aerial surveillance images taken at different heights and under different camera angles.
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